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Abstract—On-line learning algorithms often have to operate in the presence of concept drift (i.e., the concepts to be learnt can change
with time). This paper presents a new categorization for concept drift, separating drifts according to different criteria into mutually
exclusive and non-heterogeneous categories. Moreover, although ensembles of learning machines have been used to learn in the
presence of concept drift, there has been no deep study of why they can be helpful for that and which of their features can contribute
or not for that. As diversity is one of these features, we present a diversity analysis in the presence of different types of drift. We show
that, before the drift, ensembles with less diversity obtain lower test errors. On the other hand, it is a good strategy to maintain highly
diverse ensembles to obtain lower test errors shortly after the drift independent on the type of drift, even though high diversity is more
important for more severe drifts. Longer after the drift, high diversity becomes less important. Diversity by itself can help to reduce the

initial increase in error caused by a drift, but does not provide a faster recovery from drifts in long term.

Index Terms—Concept drift, on-line learning, neural network ensembles, diversity.

1 INTRODUCTION

N-LINE learning has been showing to be very useful

for a growing number of applications in which
training data is available continuously in time (streams
of data) and/or there are time and space constraints.
Examples of such applications are industrial process
control, computer security, intelligent user interfaces,
market-basket analysis, information filtering, prediction
of conditional branch outcomes in microprocessors and
RoboCup.

On-line learning algorithms process each training ex-
ample once “on arrival”, without the need for storage
or reprocessing, and maintain a current hypothesis that
reflects all the training examples so far [1]. In this way,
the learning algorithms take as input a single train-
ing example as well as a hypothesis and output an
updated hypothesis [2]. We consider on-line learning
as a particular case of incremental learning. The later
term refers to learning machines that are also used to
model continuous processes, but are allowed to process
incoming data in chunks, instead of having to process
each training example separately [3].

Ensembles of classifiers have been successfully used
to improve the accuracy of single classifiers in on-line
and incremental learning [1]-[5]. However, on-line en-
vironments are often non-stationary and the variables
to be predicted by the learning machine may change
with time (concept drift). For example, in an information
filtering system, the users may change their subjects of
interest with time. So, learning machines used to model
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these environments should be able to adapt quickly and
accurately to possible changes.

Several approaches have been proposed to handle
concept drift over the last few years. For instance, we can
cite ensemble approaches which create a new classifier to
each new chunk of data and weight classifiers according
to their accuracy on recent data [6]-[9], possibly using
a boosting-like mechanism for the learning [7]-[9]. An-
other example is Gao et al.’s work [10], which proposes
the use of unweighted ensembles, as new data may be-
long to a concept different from the most recent training
data. Street and Kim [11] also report that no consistent
improvement on the accuracy was obtained when using
ensemble member weights in their approach.

Differently from the approaches that maintain classi-
fiers which learnt old concepts in the ensemble, some
approaches discard classifiers when they become inac-
curate or when a concept drift is detected [12]-[15].

Although approaches which maintain old classifiers in
an ensemble might be claimed to handle recurrent drifts
(return to previous concepts), some approaches try to
deal with recurrent drifts more explicitly. Ramamurthy
and Bhatnagar’s approach [16], for example, maintains
a global set of classifiers with weights based on their
accuracy on the last training chunk of data and uses
for prediction only classifiers with error below a certain
value. Forman [17], on the other hand, uses old classifiers
to generate extra features for the training examples of
the current chunk of data. These features are the predic-
tions that the old classifiers would have made for those
training examples.

Many incremental learning approaches tend to give
less attention to the stability of the classifiers, giving
more emphasis to the plasticity when they allow only
a new ensemble member to learn a new chunk of data.
While this could be desirable when drifts are very fre-



quent, it is not a good strategy when drifts are not so
frequent. On-line learning approaches tend to give more
importance to stability when the concept is stable, allow-
ing the whole system to learn all the new incoming data
when it is believed that there is no concept drift [13]-
[15], [18], [19]. However, some incremental approaches
are more careful with this issue as well. For instance,
Scholz and Klinkergerg [8] give the possibility for old
classifiers to learn new data and Fan [20], [21] allows the
use of old training examples to train new classifiers, in
case they can help to increase the accuracy of the system.

Some approaches also try to handle skewed distri-
butions, which are frequently present in data stream
learning [22].

Although ensembles have been used to handle concept
drift, the literature does not contain any deep study of
why they can be helpful for that and which of their
features can contribute or not to deal with concept drift.
The primary goal of the study presented in this paper is
to gain a deeper understanding of when, why and how
on-line ensemble learning can help to deal with drifts.

In off-line mode, diversity among base learners is an
issue that has been receiving lots of attention in the
ensemble learning literature. Many authors believe that
the success of ensemble algorithms depends on both the
accuracy and the diversity among the base learners [23],
[24]. However, no study of the role of diversity in the
presence of concept drift has ever been done.

As diversity could be a feature that contributes to
deal with concept drift, we conduct a study of diversity
when working with concept drift classification problems.
The study aims at determining the differences between
the role of diversity before and after a drift, whether
diversity by itself can provide any advantage to handle
concept drift and the effect of diversity on different types
of drift.

We show that, before the drift, ensembles with less
diversity obtain lower test errors. On the other hand,
it is a good strategy to maintain highly diverse en-
sembles to obtain lower test errors shortly after the
drift independent on the type of drift, even though
high diversity is more important for more severe drifts.
After a large number of time steps have passed since
the beginning of the drift, high diversity becomes less
important. Diversity by itself is helpful to reduce the
initial drop in accuracy that happens right after a drift,
but not to provide convergence to the new concept.

Besides the diversity study, we also propose a new
concept drift categorization, as the categorization exist-
ing in the literature is composed of very heterogeneous
and somewhat vague categories. The new categoriza-
tion uses several criteria to divide drifts into mutually
exclusive and well-defined categories, allowing more
systematic and detailed studies of drifts. We also suggest
measures to characterize the drifts according to different
criteria and make available a data sets generator that
allows the construction of data sets containing different
types of drift.

This paper is further organized as follows. Section 2
defines concept drift. Section 3 presents the proposed
categorization. Section 4 contains a discussion about
previous work on diversity and the importance of study-
ing diversity in the presence of concept drift. Section 5
explains the study of diversity in concept drift. Section
6 presents the conclusions and future works.

2 CONCEPT DRIFT DEFINITION

We are considering that the term concept refers to the
whole distribution of the problem in a certain point in
time [25], being characterized by the joint distribution
p(x, w), where x represents the input attributes and w
represents the classes. So, a concept drift represents a
change in the distribution of the problem [14], possibly
being a feature change (change only in the unconditional
probability distribution function (pdf)), a conditional
change (change only in the posterior probabilities) or a
dual change (both in the unconditional pdf and in the
posterior probabilities) [10].

3 PROPOSED DRIFTS CATEGORIZATION

Different types of environmental changes (and concept
drifts) can be identified in the literature. For example,
in [14], several artificial data sets are considered to
contain abrupt or gradual drifts. The well known SEA
Concepts [11] and STAGGER Concepts [26] data sets are
considered to have a gradual drift and abrupt drifts,
respectively. According to [25], gradual changes have
also been called gradual drifts, evolutionary changes or
simply concept drifts. Abrupt changes have also been
called substitutions, concept substitutions, revolutionary
changes, abrupt drifts or concept shifts. Moreover, there
are also changes called recurring trends or recurring
contexts and population drifts.

Besides the existence of different denominations to
the same types of drift, the literature considers only
2 criteria (speed and recurrence), forming very hetero-
geneous categories. For example, consider the concept
drifts shown in figure 1. In this figure, the concept is
represented by grey color when the target class is 1. In
the literature, both the drifts 1(a) and 1(b) are considered
gradual. The drift 1(a) is considered gradual because
the new concept starts gradually to take over, while the
drift 1(b) is considered gradual because the old concept
gradually moves in the direction of the new concept,
creating intermediate concepts. However, these drifts are
very different from each other.

Moreover, if the concepts I1-3 in figure 1(b) are consid-
ered intermediate concepts, the drift is considered grad-
ual. However, as there is no definition of intermediate
concept in the literature, the category “gradual drift” is
vague and we could consider that there are 4 abrupt
drifts, instead of 1 gradual drift.

As it can be seen, the literature needs a less het-
erogeneous categorization, dividing drifts into different
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Fig. 1. Heterogeneous categories - gradual drifts.

types, according to different criteria, and creating mu-
tually exclusive and non-vague categories considering a
particular criterion. So, we propose a new categorization
for concept drift, seeking inspiration from the dynamic
optimisation problems area [27]-[29]. We also suggest
measures to characterize drifts according to the criteria.

When analysing a drift in isolation, we can ob-
serve that different drifts can cause different amount of
changes and take more or less time to be completed.
For example, in an information filtering system, a reader
may slowly change her/his subjects of interest from a
particular subject to another or may quickly get inter-
ested in an additional subject. The new subject could be
very different or could have some similarities to previous
subjects, causing more or less changes to the concept. So,
in order to categorize a particular drift, we propose to
use the criteria severity (amount of changes that a new
concept causes) and speed (the inverse of the time taken
for a new concept to completely replace the old one), as
shown in table 1.

Although there are applications in which drifts may be
completely random and without any pattern, there are
also applications in which drifts have certain tendencies.
Taking again the information filtering system example,
a reader may not change her/his general preferences
all the time without any tendency, so drifts may be
less frequent. Besides, a reader could start reading new
different subjects and afterwards loose interest for these
new subjects, returning to previous concepts [17]. In
weather forecasting, electricity consumption prediction
or market basket analysis, there may be drifts which
happen depending on the time of the year, having
periodic, recurrent and predictable behaviours. The same
may happen for prediction of bacterium resistance to
antibiotics [30], in which some interesting findings were
done about bacterium resistance, such as seasonal con-
text recurring with winter and spring models. So, in
order to categorize a sequence of drifts, we propose
to use the criteria predictability (whether the drifts are
completely random or follow a pattern), frequency (how
frequently drifts occur and whether they have a periodic
behaviour) and recurrence (possibility to return to old
concepts), as shown in table 1.

This section is further organized as follows: section 3.1
explains the criteria to categorize drifts in isolation, sec-
tion 3.2 explains the criteria to categorize drift sequences

TABLE 1
Concept Drift Categorization

Criteria Categories
Severe
Intersected
Severe
Intersected
Abrupt
Probabilistic
Continuous
Predictable
Non Predictable
Periodic
Non-Periodic
Recurrent Cyclic
Unordered
Not Recurrent

Class

Severity

Drift in Feature

Isolation

Speed Gradual

Predictability

Drift
Sequences

Frequency

Recurrence

Fig. 2. Example of an intersected drift.

and section 3.3 gives some additional explanation about
how to use the proposed categorization, including com-
ments on the use of the term intermediate concept. The
proposed categories are summarized in table 1.

3.1 Criteria to Categorize Drifts in Isolation

The criterion severity has not been used in the literature
yet. It is further divided into class and feature severity.
According to class severity, drifts can be divided into se-
vere and intersected. Drifts are severe when no example
maintains its target class in the new concept, i.e., 100% of
the input space changes the target class when the drift
occurs. If part of the input space has the same target
class in the old and new concepts, the drift is intersected.
We suggest 2 different measures to characterize drifts
according to class severity:

1) Percentage of the input space which has its target
class changed after the drift is complete. For exam-
ple, in the drift represented by figure 2, 2/4 = 50%
of the input space has its target class changed.

2) Maximum percentage of the input space associated
to a particular class in the old concept that has
its target class changed in the new concept. For
example, in figure 2, if we consider the grey area as
the input space associated to class 1 and the white
area as the input space associated to class 0, class 1
has 100% of its original input space changed, while
class 0 has 1/3 ~ 33% of its associated input space
changed. So, the maximum percentage is 100%.

Although class severity can reflect mainly changes in

the prior and posterior probabilities, it does not reflect
well changes in the unconditional and class-conditional
pdfs. In order to cover these changes, we introduced the
feature severity criterion, which represents the amount



of changes in the distribution of the input attributes. In
the same way as with class severity, drifts can be severe
if the probabilities associated to the whole input space
are modified and intersected if part of the input space
maintains the same probability. This criterion can be
measured, for example, by calculating the area between
the curves of the old and new unconditional pdfs. An-
other possible measure, which may be easier to calculate,
but less descriptive, would be the percentage of the input
space which has its probability modified.

The criterion speed has been previously used in the
literature, although dividing drifts into vague and het-
erogeneous categories. Speed is the inverse of the drift-
ing time, which can be measured as the number of time
steps taken for a new concept to completely replace the
old one !. In that way, a higher speed is related to a lower
number of time steps and a lower speed is related to a
higher number of time steps. According to speed, drifts
can be categorized as either abrupt, when the complete
change occurs in only 1 time step, or gradual, otherwise.

As explained in [31], sometimes concepts will change
gradually, creating a period of uncertainty between sta-
ble states. The new concept only gradually takes over
and some examples may still be classified according to
the old concept. An example given by the author is the
behaviour of a device beginning to malfunction — it first
fails (classifies in a new way) only sometimes, until the
new failure mode becomes dominant. We will refer to
this type of drift as probabilistic gradual drift.

Another possibility, not considered in [31], but used
in a data set created in [32], is that the concept itself
gradually and continuously changes from the old to the
new concept, by suffering modifications between every
consecutive time step. We will refer to this type of drift
as continuous gradual drift. We use the word continuous
here to refer to changes in which the old concept suffers
modifications at every time step since the drift started
until the new concept is obtained.

As suggested by [31], the speed of a drift can be
modelled by a function which represents the degree
of dominance of a concept over the other. This idea
was further adopted by other authors [13], [25]. Figure
3 shows an example of a drift which takes 100 time
steps. In this example, the concept changes linearly and
gradually from the old to the new one.

We will consider here that the speed of a drift can
also be modelled by a function representing the changes
in the old concept, allowing the representation of con-
tinuous gradual drifts. For example, consider a moving
hyperplane problem:

E ;T §a0 .
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A continuous change from the old to the new concept
could be represented by the function:

1. A complete replacement of the old concept means that the exam-
ples are generated according to the new concept, and yet the old and
new concepts can be intersected.

Probability

Time

Fig. 3. Example of a gradual drift with drifting time of 100
time steps. The functions v;(t) and v (t) represent the
probability that an example from the old and new concept,
respectively, will be presented.

a;i(t) = a;(t — 1) % 0.001, tq <t <tq+ drifting_time ,

where ¢, is the time step in which the drift starts to hap-
pen and drifting time is the number of time steps for
the new concept to completely replace the old concept.

3.2 Criteria to Categorize Drift Sequences

The criterion predictability has not been previously used
in the literature either. According to it, drifts can be
divided into random and predictable. An example of
a predictable drift is a concept represented by a circle
whose radius remains fixed and whose centre moves in
a straight line.

Recurrence is a criterion that has been previously used
in the literature [25]. It divides drifts into recurrent,
if there are returns to previous concepts, and non-
recurrent, otherwise. Recurrent drifts can have cyclic
or unordered (non cyclic) behaviour. An example of
an environment with cyclic concepts would be weather
forecast, in which different seasons may cause drifts in
a cyclic way. An example of an unordered recurrent
concept would be the market basket analysis problem, in
which a concept drift can be caused by the introduction
of a new product. However, after a certain amount of
time, the customers can find that the new product is
not so good and the concept can return to the previous
one. It is interesting to notice, though, that there may
be a return to a concept which is similar to a previous
one, but not the same. So, a return to a previous concept
may be associated to a certain severity in relation to the
previously existing concept.

Frequency is another criterion that has not been used
in the literature yet. To measure frequency, it is possible
to use the number of time steps between the start of
2 consecutive drifts. According to this criterion, drifts
can be divided into periodic and non-periodic. If a new
concept drift starts to take place at every ¢ time steps,
the drifts are considered periodic. Otherwise, they are
considered non-periodic. It is interesting to notice that,
although recurrence and frequency are distinct criteria,
several drifts that present a recurrent behaviour are also
periodic. For example, in weather forecast, drifts can
happen periodically according to the time of the year,
returning to previous concepts depending on the season.



3.3 Remarks on Intermediate Concepts and Addi-
tional Comments

Besides defining the criteria and categories, in order
to provide a proper categorization, it is necessary to
consider if a concept could be denominated as an inter-
mediate concept between the old and the new concept
or not. As briefly explained before, consider the concepts
represented in figure 1(b). Some authors would regard
the concepts represented by the circles between A and B
as intermediate concepts between the old concept A and
the new concept B.

Depending on the definition of intermediate concept,
both the category to which a particular drift belongs and
the characterization of the drift according to a particular
criterion can change. For example, if we consider 11-3
as intermediate concepts in figure 1(b), there is only one
drift (from A to B), which has 100% of severity according
to the second measure of severity (M.2). However, if
we do not consider I1-3 as intermediate concepts, we
would have 4 intersected (not so severe) drifts. If we
consider 11-I3 as intermediate concepts active for 100
time steps each and the complete change from a concept
to another takes only 1 time step, the drift would be
considered gradual. However, if I1-3 are not considered
intermediate concepts, we would have 4 abrupt drifts.

A possible definition for intermediate concept could be
a concept which is not active for enough time to be PAC
[33] learnt. In [34], an upper bound for the maximum
number of time steps required for a new concept to
be PAC learnt, considering that the previous concept
was PAC learnt, is defined. However, such upper bound
depends on the VC-dimension [35] of the learning algo-
rithm and a definition of intermediate concept based on
this bound would depend on the learning algorithm, not
having straightforward application.

Another option for defining intermediate concept
would be to consider it as a subjective idea. In this
way, before using a particular data set which contains
drifts, it would be necessary to subjectively consider a
concept as intermediate or not. However, a subjective
definition would affect the categorization of drifts and
the same category could have very different characteris-
tics depending on the characteristics of the intermediate
concepts.

So, in order to provide a simpler and more straight-
forward categorization, the use of the term intermediate
to refer to concepts is not permitted when using the
proposed categorization. Every concept should be con-
sidered as either old or new and the notion of old and
new concepts should only be applied for a particular
drift in isolation. We can eliminate the use of the term
intermediate concept thanks to the inclusion of criteria
not previously used in the literature, such as predictabil-
ity and severity, which allow drifts to be well described
and differentiated even without using this term. By
using the proposed criteria, we create a more systematic,
well-defined, non-heterogeneous and mutually exclusive

categorization than the currently used in the literature,
which considers only the criteria speed and recurrence.

It is important to notice that, in order to describe
drifts, all the proposed criteria should be considered
at the same time. For example, a particular drift can
be intersected, abrupt and in a sequence of periodic,
random and non-recurrent drifts. Real world problems
may present more than 1 drift and each drift can be of
a different type.

4 PREVIOUS WORK ON DIVERSITY AND IM-
PORTANCE OF A DIVERSITY STuDY IN CON-
CEPT DRIFT

In off-line mode, diversity among base learners is an
issue that has been receiving lots of attention in the
ensemble learning literature. The success of ensemble
learning algorithms is believed to depend both on the
accuracy and on the diversity among the base learners
[23] and some empirical studies revealed that there is
a positive correlation between accuracy of the ensemble
and diversity among its members [24], [36]. Breiman’s
study [37] also shows that lower generalization error
random forests have lower base learners correlation
and higher base learners strength. Besides, Breiman [37]
derives an upper bound for the generalization error of
random forests which depends on the correlation and
strength of the base learners.

In regression tasks, the bias-variance-covariance de-
composition [38] can provide a solid quantication of
diversity for linearly weighted ensembles. The decompo-
sition shows that the mean squared error of an ensemble
depends critically on the amount of correlation between
networks, quantified in the covariance term and that,
ideally, we would like to decrease the covariance at the
same time as being careful not to increase the bias and
the variance terms.

However, there is still no clear analogue of the bias-
variance-covariance decomposition when the predictors
output discrete labels, as the concept of covariance is
not defined. Although there are some theoretical results,
they are highly restricted and make strong assumptions
unlikely to be hold in practice [39]. It is still not clear how
to define a diversity measure for classifiers and how to
use it to improve the ensemble’s accuracy. In [24], 10
different diversity measures for classifiers are analysed.
The authors empirically show that all these measures
are correlated to each other, although some of them can
exhibit a different behaviour from the others.

In [40], the relationship between diversity and mar-
gins of an ensemble is studied considering 6 different
diversity measures for classifiers. The authors show that,
when the average classification accuracy of the ensemble
members on the training data is considered a constant
and the maximum diversity is achievable, maximizing
the diversity is equivalent to maximizing the minimum
margin of the ensemble on the training examples. So,
seeking diversity might be viewed as an implicit way



to maximize the minimum margin of the ensemble.
However, they theoretically and empirically show that
the maximum diversity is usually not achievable. Be-
sides, the minimum margin of an ensemble does not
monotonically increase with respect to diversity. Hence,
enlarging diversity is not exactly the same as enlarging
the minimum margin. Based on that, they conclude that
large diversity may not always correspond to better
generalization performance.

Furthermore, it is usually affirmed in the literature
that there is a trade-off between accuracy and diversity,
meaning that lower accuracy may correspond to higher
diversity. However, it is shown in [40] that the rela-
tionship between accuracy and diversity is not straight-
forward and lower classification accuracy of ensemble
members may not correspond to a higher diversity.

As we can see, the relationship among diversity, accu-
racy on the training set and generalization is complex.
Nevertheless, it is important to study the effect of di-
versity not only in off-line, but also in on-line changing
environments, as the effect of diversity can be very
different in these 2 cases.

Although ensembles have been used to handle concept
drift as briefly explained in section 1, the literature does
not contain any deep study of why they can be helpful
for that and which of their features can contribute or not
to deal with concept drift. Diversity could be expected to
be one of the features that help in dealing with concept
drifts when using ensembles. However, there has been
no study of the influence of diversity in on-line ensemble
learning in the presence of concept drift.

So, it is important to conduct a study checking (1)
the differences between the influence of diversity on the
ensemble error before and after the drift, (2) whether
different types of drift require different amounts of
diversity, (3) the influence of diversity on the ensemble’s
sensitivity to drifts and on the adaptation to the new
concept considering base learners that learnt the old
concept and (4) whether it is possible to exploit diversity
to better handle concept drift.

5 IMPACT OF DIVERSITY ON ON-LINE ENSEM-
BLE LEARNING

This section presents a diversity study in the presence
of concept drift, aiming at analysing all the 4 points
commented in the end of section 4.

The rest of this section is organized as follows. Section
5.1 explains the on-line ensemble approach used in the
experiments. Section 5.2 explains the data sets used in
the experiments and the importance of using artificial
data sets when working with concept drift. Section 5.3
explains the experimental design and measures used to
get answers to the 4 points commented in the end of
section 4. Section 5.4 presents the analysis performed
with the results of the experiments.

Inputs: ensemble h, ensemble size M, training example
d and on-line learning algorithm for the ensemble
members OnlineBaseLearningAlg.

1: for m =1 to M do

2: K « Poisson(1)

3:  while K >0 do

4 hum = Online BaseLearning Alg(huy,, d)
5: K=K-1

6: end while

7: end for

Output: updated ensemble h.
Fig. 4. On-line Bagging Algorithm

5.1 On-line Ensemble Approach

The on-line ensemble learning approach used in our
experiments is called On-line Bagging [1]. We decided to
use this approach because it successfully approximates
the well known off-line ensemble learning approach
Bagging [41] and does not present any specific behaviour
to handle concept drift. It is important to study diversity
using an approach that is not specifically designed to
deal with concept drift in order not to influence the
analysis by other possible mechanisms to handle concept
drift. In this way, it is possible to determine the role of
diversity by itself in the presence of drifts and whether
it is possible to exploit it to better deal with them.
Moreover, we opted for on-line bagging, instead of
other approaches such as on-line versions of boosting
[1] or random forests [5], because a simple modification
including an additional parameter () allows us to tune
diversity and this parameter is the only source of di-
versity apart from the data set itself. So, it is possible
to easily increase or reduce diversity by varying this
parameter. Section 5.4.1 shows that indeed changing
A consistently changes diversity. Besides, non-weighted
ensemble approaches are more appropriate in the context
of concept drift [10], when the test data may have a
different concept from the most recent training data.
On-line bagging is based on the fact that, when the
number of training examples tends to infinite in off-line
bagging, each base learner h,, contains K copies of each
original training example d, where the distribution of K
tends to a Poisson(1) distribution. So, in on-line bagging
(figure 4), whenever a training example is available, it
is presented K times for each ensemble member h,,,
where K is drawn from a Poisson(1) distribution. In
our experiments, we slightly modify algorithm 4 to
encourage more or less diversity by tuning the parameter
A of the Poisson(\) distribution. The classification is
done by unweighted majority vote, as in Bagging.

5.2 Data Sets

When working with real world data sets, it is not possi-
ble to know exactly when a drift starts to occur, which
type of drift is present or even if there really is a drift.
So, it is not possible to perform a detailed analysis of the



behaviour of algorithms in the presence of concept drift
using only pure real world data sets. In order to analyse
the strong and weak points of a particular algorithm, it
is necessary first to check its behaviour using artificial
data sets containing simulated drifts. Depending on the
type of drift in which the algorithm is weak, it may be
necessary to adopt a different strategy to improve it, so
that its performance is better when applied to real world
problems. In the same way, when analysing strategies
that may be adopted in an algorithm to handle concept
drift, it is necessary to know in which situations and
how these strategies could contribute, i.e., it is necessary
to know with which sort of drifts they could help.

In order to analyse the effect of diversity in the pres-
ence of concept drift, we developed a data sets generator
which can create not only data sets for the 2 most
popular concept drift benchmarks (STAGGER boolean
concepts [42] and SEA moving hyperplane concepts
[11]), but also to different types of drift for 4 problems:

o Circle (z —a)? + (y — b)? </>1r?

e Siney </>asin(bx+c)+d

e Moving hyperplane y </> —ag + Zle a;T;

o Boolean

y = (color =1/#1 a Vi/M

shape =3/#2 b) Va /A2

size =3/#3 ¢
where a, b, ¢, d, v, a;, = / #, V/A and < / > can assume
different values to define different concepts. Besides, the
generator allows graphical visualization of the drifts and
the generated data sets. The implemented code uses Mat-
lab and is available for download at www.cs.bham.ac.
uk/~flm/opensource/DriftGenerator.zip. The examples
generated contain x/z; and y as the input attributes and
the concept (which can assume value 0 or 1) as the
output attribute.

In this work, we generated data sets for the problems
circle, 2 different sines, line (moving hyperplane with
d = 1), plane (moving hyperplane with d = 2) and
boolean. Eight irrelevant attributes and 10% class noise
were introduced in the plane data sets. Each data set
contains 1 drift and different drifts were simulated by
varying among 3 amounts of severity (as shown in
table 2) and 3 speeds, thus generating 9 different drifts
for each problem. The feature severity affects the same
areas of the input space as the class severity for all the
problems but plane and boolean. So, we will refer to class
severity simply as severity in our experiments. For plane
and boolean, there is no feature change. The speed was
modelled by the following linear degree of dominance
functions:

vn (1)

and

t—N
=————— N <t <N +drifting_time
drifting_time
Vo(t) =1 —w,(t), N <t <N +drifting_time ,

where v, (t) and v,(t) are the degrees of dominance of
the new and old concepts, respectively; ¢ is the current

TABLE 2
Artificial Data Sets

Probl. Fixed Before— After Class Severity
Values Drift M.1
Circle a=b=0.5 r=0.2 — 0.3 ~ 16%
< 7=0.2 > 0.4 ~ 33%
r=0.2 - 0.5 ~ 66%
SineV a=b=1 d=-2—1 15%
c=0 d=—-5—4 5%
< d=—8 =7 5%
SineH a=d=5 c=0— —7/4 ~ 36%
b=1 c=0— —7/2 ~ 57%
< c=0— —m ~ 80%
Line a;=0.1 ap=-—0.4 — —0.55 15%
< ap=-—0.25 — —0.7 45%
ap=-—0.1 — —0.8 70%
Plane al =az =0.1 a0:—2 — —=2.7 14%
< aw=—-1— —32 1%
ap=—-0.7 — —4.4 74%
a= R, \1 ~ 11%
c=SVMVL b=R— RVT
a= R, b= R, ~ 44%
Bool N2 N1 — V1
a=R— RVG, ~ 67%
=1=2=3 b=R— RVT,
N1 — V1

time step; N is the number of time steps before the
drift started to occur; and drifting_time varied among
1, 0.25N and 0.50N time steps.

The training sets are composed of 2NV examples and
each example corresponds to 1 time step of the learning.
The first N examples of the training sets were generated
according to the old concept (v,(t) = 1, 1 < t < N),
where N = 1000 for circle, sineV, sineH and line and
N =500 for plane and boolean. The next drifting_time
training examples (N < ¢t < N + drifting_time) were
generated according to the degree of dominance func-
tions, v,(t) and v,(t). The remaining examples were
generated according to the new concept (v,(t) = 1,
N +drifting_time <t < 2N).

Several authors use different ways to test their algo-
rithms in on-line and incremental learning. Some authors
create a test set which reflects exactly the underlying
distribution of the train data at the time step to be tested
[11], [18]. Other authors use the on-line error, calculated
by updating the average with the prediction of each
example before its learning [13], [14]. Others consider
that the test error should not reflect exactly the under-
lying distribution of the train data, as, in the real world,
the distribution of the problem may change since the
presentation of the last training examples [10]. Besides,
in incremental learning, the algorithms are frequently
tested with the next chunk of data to be learnt, before
its learning [30], [43].

We consider that test data should be created using
different distributions from train data especially when
the drifts are gradual. So, in this paper, we create
data sets divided into 2 partitions. The first partition
is composed of 0.25N examples of the old concept and
the second is composed of 0.25N examples of the new



concept. In order to test the system before the drift, only
the examples belonging to the first concept are used,
whereas to test the system after the begin of the drift,
only the examples of the new concept are used, even if
the drift is still not completed. In this way, it is possible
to check the behaviour of algorithms in relation to the
old and the new concept and simulate the situation in
which the distribution of the test set is different from the
distribution of the train set for gradual drifts.

The range of = or x; was [0,1] for circle, line and plane;
[0,10] for sineV; and [0,4*n] for sineH. The range of y
was [0,1] for circle and line, [-10,10] for sineV, [0,10]
for sineH and [0,5] for plane. For plane and boolean,
the input attributes are normally distributed through the
whole input space. For the other problems, the number
of instances belonging to class 1 and 0 generated for both
the train and the test data set is always the same, having
the effect of changing the unconditional pdf when the
drift occurs.

Besides the data sets created using the data sets gen-
erator, we also created partially artificial data sets based
on the real world databases Contraceptive, Yeast, Iris
and Car, from the UCI Machine Learning Repository
[44], by introducing simulated drifts inspired by [7].
The car database was randomized and divided into 3
partitions in order to simulate 2 drifts (the first partition
represents the examples before any drift; the second
partition represents examples after the begin of the first
drift and before the second drift; and the third partition
represents examples after the begin of the second drift).
The other databases were replicated 3 (or 4, for yeast)
times in order to create the 3 (or 4) partitions and
each partition was randomized. Different concepts were
created by changing the labels of the target classes of the
examples according to table 3. As it can be observed from
the table, all the second drifts present a partial return to
the first concept, i.e., part of the changes caused by the
first drift are undone by the second drift.

Each partition has size N (N = 1473 for contraceptive,
1482 for yeast, 150 for iris and 576 for car) and was
further divided into train (75%) and test (25%) exam-
ples. The drifting_time for the first drift was 0.25V
for contraceptive and yeast and 1 for iris and car. The
drifting_time of the second (and third) drift was 1 for
contraceptive, 0.25N for yeast and 0.5 for iris and car.
The speed is modelled by linear degree of dominance
functions, similarly to the data sets created using the
data sets generator. The test examples used in each time
step are also chosen in the same way as for those data
sets, representing the first concept when no drift started
to happen and representing only the new concept after
the begin of a drift.

5.3 Experimental Design and Measures Analysed

The experiments concentrate on answering points (1)-(4)
commented in the end of section 4. In order to do so,
we first perform analysis of variance (ANOVA) [45] to

TABLE 3
UCI Data Sets - Rounded percentage of examples of
each class in the original database and concepts (C;)
used to create the drifting data sets.

Probl.

@
|
@
N
0
W)
0)
N

Original
class
No-use 42.70%
Long-term 22.61%
Short-term 34.69%
CYT 31.16%
NUC 28.87%
MIT 16.42%
ME3 10.97%
ME2 3.43%
ME1 2.96%
EXC 2.49%
VAC 2.02%
POX 1.35%
ERL 3.36%

Tris Setosa 33.33%
Versicolour 33.33%
Virginica 33.33%
0%

Unacc 70.02%
Acc 22.22%
Good 3.99%

Very good 3.76%

Cont.

Yeast

P OB N @ N

Car

— ROl W —S 00N U WN RN
cCooRNWR RSV TTWE =N~ W N
COR Ol WN KBS0\ UW kN FW=N

analyse the impact of A on diversity when using on-line
bagging (section 5.4.1) based on the artificial data sets.
Then, we perform ANOVA to analyse the impact of A
and other factors on the test error to get answers to the
points (1) and (2) (section 5.4.2). After that, we analyse
the test error over time in order to check how sensitive
to drifts ensembles with different diversity levels are and
how fast they recover from drifts (section 5.4.3), getting
answers to points (3) and (4). Finally, we present the
results obtained using the UCI data sets, reassuring the
analysis (section 5.4.4).

The experiments with the artificial problems use a
split-plot (mixed) design, where a between-subjects de-
sign is combined with a repeated measures design,
whereas the experiments with the UCI problems use a
repeated measures design [45].

The within-subject factors are the parameter A from
on-line bagging and the time step analysed. The factor
A varied among 8 different levels: 0.0005, 0.001, 0.005,
0.01,0.05,0.1, 0.5, 1 and was used to encourage different
amounts of diversity. The factor time step varied among
0.99N, 1.1N, 1.5N and 2N for the artificial data sets and
also included 2.1N, 2.5N, 3N (and 3.1N, 3.5N and 4N
for yeast) for the UCI data sets. These time steps were
chosen in order to analyse the response shortly before
the drift, shortly after the drift and longer after the drift.

The between-subject factors used in the split-plot de-
sign are severity and speed, which varied among 3
different levels each and were used to create the artificial
data sets, as explained in section 5.2.

When analysing the impact of A on diversity, the
response is the Q statistics [24], which is one of the
most often used diversity measures for classifiers. Q



statistics can assume values in [-1,1] and lower values
represent more diversity. When analysing the impact of
A on the test error, the response at the time step 0.99N
is the classification error on the fraction of the test set
corresponding to the old concept and the response at the
other time steps is the classification error on the fraction
of the test set corresponding to the new concepts. So,
the response represents how well the old/new concepts
were learnt.

Thirty repetitions for each combination of factor level
(except time) were done, totalizing 2160 executions for
each artificial problem and 240 executions for each UCI
problem. The ensembles were composed of 25 ITI on-line
decision trees [46].

5.4 Experimental Results and Analysis

This section presents the analysis performed with the
results of the experiments. Section 5.4.1 explains how A
influences diversity when using on-line bagging. Section
5.4.2 concentrates on answering points (1) and (2) men-
tioned in the end of section 4. Section 5.4.3 concentrates
on answering points (3) and (4). Finally, section 5.4.4
reassures the analysis, by presenting the results obtained
with the UCI data sets.

5.4.1 The Impact of A on Diversity

As explained in section 5.1, we use different A values to
encourage different amounts of diversity. In this section,
we explain that higher A values are in general associ-
ated to lower diversity average and lower A values are
associated to higher diversity average. In order to do so,
we performed ANOVA to analyse the influence of each
factor mentioned in section 5.3 on the response, which
is in this case the Q statistics [24], for the artificial data
sets. Mauchly’s tests of sphericity [47] detected violations
of the sphericity assumption (null hypothesis always
rejected with p-value less than 0.001), so Greenhouse-
Geisser corrections [48] were used. The ANOVA results
table was omitted due to space limitations.

ANOVA shows that A has the largest effect size
(considering the eta-squared [49], [50] ?) in the within-
subjects tests for all the problems. The effect size is very
large — eta-squared always more than 0.90 and usually
more than 0.97. The eta-squared values for the other
factors and interactions are usually very low (under
0.015). In the between-subjects tests, severity usually has
large effect size (eta-squared larger than 0.10 and lower
than 0.60) whereas eta-squared associated to speed and
the interaction severity*speed are usually lower than
0.010. So, the factors with more influence on the response
are A and severity.

As we will need to analyse the interactions
A*time*severity in the next sections, we created all

2. For a split-plot ANOVA, eta-squareds need to be calculated sep-
arately within the context of the within-subject effects ANOVA table
and the between-subject effects ANOVA table. In this situation, the
eta-squareds will sum to 1 for within-subjects and will sum to 1 for
the between-subject effects.
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Fig. 5. Plot of the main effect of A on Q statistics for circle.

the plots of marginal means for A vs. severity and A
vs. speed for each time step analysed. In this way, it is
possible to check the average Q statistics associated to
each one of these combinations.

The plots show that, for all the cases, higher X\ values
generate higher Q statistics (lower diversity) and lower
A values generate lower Q statistics (higher diversity).
Besides, the lowest Q statistics is always close to 0 and
the highest is always close to 1 (although always lower
than 1). Frequently, the Q statistics values generated for
A = 0.0005 and 0.001 are similar to each other. The
same happens for A = 1 and 0.5. As different amounts
of severity or speed usually do not change much the
response and never cause a higher A to have lower Q
statistics than a lower )\, we present the plot of the main
effect of A on the Q statistics for circle in figure 5. The
plots for the other problems are similar and were omitted
due to space limitations.

5.4.2 The Impact of Diversity on the Test Error Before
and After a Drift

In this section, we concentrate mainly on checking the
points (1) and (2) mentioned in the end of section 4:
(1) the differences between the influence of diversity on
the ensemble error before and after the drift and (2)
whether different types of drift require different amounts
of diversity. In order to do so, we performed ANOVA to
analyse the influence of each factor mentioned in section
5.3 on the response, which is in this case the test error,
as explained in section 5.3. The data sets used in this
analysis are the artificial data sets presented in section
5.2. We will consider the influence of A as the influence
of diversity on the response, based on section 5.4.1.
Table 4 shows results of the tests of within-subjects
for each problem. The table presents the p-value, the
type III sum of squares (SS), degrees of freedom (DEF),
mean squares (MS), test F statistics (F) and (Eta) eta-
squared. Interactions between 2 factors are represented
by factorl*factor2. P-values less than 0.01 represent re-
jection of the null hypothesis that the average response
is statistically equal at all the levels of the correspond-
ing factors, considering significance level of 1%. Only
factors/interactions involving A or with large effect size
(eta-squared higher than 0.10) are shown in order to
reduce the space occupied by the table. Mauchly’s tests
of sphericity [47] detected violations of the spheric-
ity assumption (p-value always less than 0.001), so
Greenhouse-Geisser corrections [48] were used.
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TABLE 4
ANOVA — Test of Within-Subjects Effects: Factors/interactions which involve A or have eta-squared higher than 0.10,
in order of effect size for each problem. The p-value is always less than 0.001, except for A*Sev*Sp for SineH, in
which it was 0.009.

Prob Factor/Int. SS DF MS F Eta Prob Factor /Int. SS DF MS F Eta

Circle | X\ 95.59 259 | 36.85 | 7130.56 | .559 || Line A 11956 | 1.70 | 7047 | 6709.61 564
Time 31.03 2.77 11.20 | 10991.84 | .181 Time 39.28 211 18.60 | 15127.60 | .185
A * Time 22.97 8.07 2.84 1402.40 134 A * Time 20.04 4.70 4.26 1150.41 .095
A * Sev 5.74 5.19 1.11 214.19 .034 A * Sev 8.07 3.39 2.38 226.42 .038
A * Time * Sev 2.14 16.15 132 65.27 .012 A * Time * Sev 3.10 9.40 .33 89.07 .015
A*Sp .29 5.19 .06 10.81 .002 A * Time * Sp .15 9.40 .02 4.19 .001
A * Time * Sp .23 16.15 .01 7.01 .001

SineV A 114.27 1.77 64.44 6800.64 527 Plane | Time 39.28 211 18.60 | 15127.60 | .185
Time 46.03 2.34 19.65 | 16944.44 | .212 A 58.61 3.85 15.24 933.81 142
A * Time 21.08 5.45 3.87 1191.54 .097 A * Sev 36.00 7.69 4.68 286.78 .087
A * Sev 7.87 3.55 2.22 234.31 .036 A * Time 23.25 6.24 3.72 241.78 .056
A * Time * Sev 3.66 10.90 .33 103.35 .017 A * Time * Sev 7.37 12.48 .59 38.32 .018
A*Sp .20 3.55 .06 6.09 .001 A*Sp .96 7.69 12 7.62 .002
A * Time * Sp 31 10.90 .03 8.82 .001 A * Time * Sp 94 12.48 .07 4.90 .002

SineH | Time 119.82 2.60 46.15 | 40623.55 46 Bool Time 198.23 2.05 96.84 | 23125.09 | .594
A 44.32 3.56 12.43 3477.10 172 Time*Sev 64.09 4.09 15.65 3738.36 192
A * Time 41.65 7.82 5.32 2043.49 161 A 29.34 3.70 7.94 918.07 .088
A * Sev 14.84 7.13 2.08 582.17 .057 A * Time 8.17 6.13 1.33 166.48 .024
A * Time * Sev 6.06 15.65 .39 148.70 .023 A * Sev 5.13 7.39 .69 80.21 .015
A*Sp .24 7.13 .03 9.47 .001 A * Time * Sev 2.47 12.27 .20 25.18 .007
A * Time * Sp .18 15.65 .01 4.42 .001 A * Time * Sp .64 12.27 .05 6.49 .002
A * Sev * Sp A1 14.26 .01 2.13 .000

The interaction between time and severity (usually not
reported in the table) has frequently medium and in 1
case large effect size, whereas interactions between speed
and other factors is usually small, showing the impor-
tance of the drifts categorization proposed in section 3,
which distinguishes severity and speed.

As it can be observed from table 4, not only time, but
also A usually has large effect size. This shows that, not
only the drift, but also diversity has large impact on the
response. Excluding boolean, the interactions between
A and severity always have medium effect size (eta-
squared between 0.034 and 0.087) and the interactions
between X and time always have medium or large effect
size (eta-squared between 0.056 and 0.161). This shows
that diversity plays important and probably different
roles depending on the severity and time (before, shortly
after or longer after drift). The effect size of the interac-
tions involving speed is always very small (eta-squared
0.002 or less). So, in the rest of this section, we will
check what role diversity plays depending on severity
and time.

As there are interactions among A, time and severity
for all the problems, we generated plots of marginal
means A vs. severity for each problem and time step
analysed. The plots for circle are shown in figure 6. Plots
for other problems are always omitted in this section due
to space limitations.

According to the plots, at the time step 0.99N (before
drift), the highest A (lowest diversity) obtain the best
responses independent on the severity. The only excep-
tion is plane, which is the only problem that contains
many irrelevant attributes. In this case, A = 0.1 obtained

the best responses. For boolean, A = 0.05, 0.1, 0.5 and
1 obtained always response 0 (zero) at this time step.
Please, notice that the accuracy of an ensemble depends
not only on the diversity, but also on the accuracy
of each ensemble member, as explained in section 4.
So, only maximizing the diversity is not the same as
maximizing the ensemble accuracy and it is reasonable
that the lowest As did not lead to the highest ensemble
accuracies.

At the time step 1.1N (shortly after the drift), when
severity is high, lower As frequently obtain better re-
sponses than A = 1. As severity reduces, the best s
start obtaining more similar response to A = 1. Besides,
the best A\ values tend to be higher for the low than for
the high severity drifts (higher for 4 problems and the
same for 2 problems). So, the higher the severity, the
more beneficial is high diversity shortly after the drift.

Additional paired T tests [51] using Bonferroni cor-
rections considering all combinations of severity and
diversity with overall significance level of 0.01 (so that a
test is considered signicant if its associated probability is
smaller than 0.01/24) confirm this analysis. They show
that, when severity is low, the null hypothesis that the
average response is statistically equal using the best
average response A < 1 and A = 1 is rejected for only
2 in 6 problems. However, when severity is medium or
high, this number increases to 4.

That is an interesting fact, as one could expect that
higher severity would make different diversity ensem-
bles equally bad right after the drift, but, actually, highly
diverse ensembles manage to get better responses when
severity is high and it is the lowest severity which makes
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Fig. 6. Plots of marginal means for the effect of A*severity*time on the test error for circle.

the behaviour of high and low diversity ensembles more
similar. Another interesting fact is that, even though high
diversity is more beneficial when severity is high, the
response of the best A\ < 1 is always better or similar to
A =1, independent on the severity.

At the time step 1.5N, high diversity is still more
important when severity is higher. Besides, additional T
tests with Bonferroni correction reveal that the number
of problems in which the best A\ obtains statistically
significant different average response from A = 1 for low
and high severity increases (from 2 to 3 and from 4 to
5, respectively). So, higher diversity is still important at
the time step 1.5/V.

At the time step 2NN, the importance of high diversity
reduces for all the severities (from 3 to 2, 4 to 2 and 5 to
3 for low, medium and high severities, respectively).

So, we verified that:

1) There are differences between the influence of di-
versity on the ensemble error before and after the
drift. Before the drift, less diversity usually obtains
the best results. However, it is a good strategy to
maintain high diversity in order to obtain better
results after the drift. After a large number of time
steps have passed since the beginning of the drift,
high diversity becomes less important.

Drifts with different severities require different
amounts of diversity (higher diversity is more im-
portant for more severe drifts). However, the effect
of diversity on drifts with different speeds is very
small.

2)

Besides these points, it is also good to verify which
diversity level generally obtains the best average re-
sponses, considering all types of drift at the same time.
So, it is important to analyse the main effect plots of A
for each time step and check the Q statistics associated
to the best As. The main effect plots for circle are shown
in figure 7. Although there are frequently 2 exceptions
(usually boolean and plane), we can make the following
observations from the main effect plots. The A values
associated to Q statistics higher than 0.85 usually obtain
the best average responses before the drift. However, at
the time steps 1.1N and 1.5V, Q statistics lower than 0.25
are usually required. At the time step 2N, Q statistics
higher than 0.95 are frequently among the best.
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Fig. 8. Average test error for the highest severity and
speed drift for circle. The X value corresponds to the best
test error before the drift (A = 1) and the best test error
shortly after the drift (A = 0.005).

5.4.3 The Influence of Diversity on the Sensitivity to
Drifts and Adaptation to the New Concept

This section concentrates on checking the points (3) and
(4) presented in the end of section 4: (3) the influence
of diversity on the ensemble’s sensitivity to drifts and
on the adaptation to the new concept considering base
learners that learnt the old concept and (4) whether it is
possible to exploit diversity to better handle drifts.

First we shall concentrate on point (3). In section 5.4.2,
we checked that high diversity ensembles are desirable
soon after the drift, for getting similar or better test error
than low diversity ensembles. However, after a large
number of time steps have passed since the beginning
of the drift, high diversity becomes less important. This
is an indicator that, although high diversity ensembles
may help to reduce the initial increase in the error soon
after the drift (sensitivity to drifts), they are likely not to
adapt quickly to the new concept (recovery from drifts).

In order to check if that really happens, we plotted
the average test error over time for the A which obtained
the best test error before the drift (time step 0.99V) and
the A which obtained the best test error soon after the
drift (time step 1.1N). As high diversity helps especially
drifts with high severity, we plotted these graphics for
the experiments with high severity and high speed. The
plots for circle are shown in figure 8.

The plots show that the average test error for the
higher diversity ensembles is lower shortly after the
drift for all problems but boolean, in which it is similar.
However, the average test error for the lower diversity
ensembles always decays faster, so that, in the end of the
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Fig. 7. Plots of the main effect of A on the test error at the time steps 0.99N, 1.1 N, 1.5N and 2N for circle. Q statistics
corresponding to the As with the lowest test errors are indicated.

learning, it usually gets similar or lower test error to the
higher diversity ensembles. So, high diversity by itself
cannot help the ensemble to have a faster recovery from
the drift after the initial effect of reducing the increase
in the error. Low diversity can get lower error in the
absence of drifts and get faster recovery from drifts,
although it still takes a too long time to attain low error
after a drift.

Now, we can address point (4). When designing an ap-
proach to handle concept drift, 3 issues should be consid-
ered. One of them is the speed of recovering (adaptation
to the new concept), which is the most addressed issue
in the literature. The other one is the reduction of the
initial increase in error which occurs right after a drift
(sensitivity to drifts). The third one is low error in the
absence of drifts. In order to successfully handle concept
drift, an approach should address all these issues. So, the
answer to point (4) is that diversity can be exploited to
better handle concept drift. A well-designed approach
which maintains more than one ensemble with different
diversity levels may be able to converge in the absence of
drifts and get lower test error soon after a drift. However,
additional procedures should be adopted in order to
properly converge to a new concept, for example, by
creating a new ensemble after a drift detection [12]-[15].

5.4.4 Analysis Using UCI Problems

This section presents the results of the experiments per-
formed with the UCI problems. ANOVA indicates that
there is interaction between A and time for all the prob-
lems (null hypothesis of equal means always rejected
with p-value less than 0.001). The plots of marginal
means are shown in figure 9. Only As corresponding to
the best test errors after the drifts and A = 1 are shown
in order to facilitate reading. We have shown in section
5.4.2 that different severities require different amounts
of diversity. Here, the best A < 1 also varies for different
drifts.

As it can be seen, although A\ = 1 obtains good test
errors before the drifts, it gets worse than a lower A
(higher diversity) after the first drift for all the problems.
For iris, there is a delay and a lower A gets lower test
error than A = 1 only after the time step 1.1N, but, even
so, it gets lower test error. We can also observe that very
low As (e.g., 0.0005 for car and contraceptive) do not
converge. Not so low As present an error decay more
similar to A = 1. However, they still do not attain low
test error on the new concept.

As the second drift presents a partial return to the first
concept, higher As (lower diversity) than after the first
drift present lower test error. However, except for yeast,
As lower than 1 still present the lowest errors. A possible
explanation for the fact that A = 1 obtained good test
error after the second and third drifts for yeast is that the
new concepts are actually easier than the old concepts.
Such situation can happen in real world problems.

The experiments using UCI real world problems with
simulated drifts reassure the results presented in the
previous sections, showing that high diversity is useful
to reduce the initial increase in error when drifts hap-
pen. Besides, these experiments suggest that it is worth
maintaining ensembles which learnt old concepts, so that
they can be used in the case of recurrent drifts.

6 CONCLUSIONS

This paper presents a new categorization for concept
drift, which separates drifts according to different criteria
into mutually exclusive and non-heterogeneous cate-
gories. This categorization allows more systematic and
detailed studies of drifts. Different aspects of a drift have
different impacts on the test error, showing the impor-
tance of differentiating them in a drifts categorization.

A diversity analysis using concept drift problems is
also presented. The analysis shows that diversity plays
an important role both before and after a concept drift.
Answering points (1) and (2) commented in section 4,
before the drift, ensembles with less diversity obtain
better test errors. On the other hand, shortly after the
drift, more diverse ensembles are always among the
best test errors and the difference in the test error in
comparison to lower diversity ensembles is usually more
significant when severity is higher. It is a good strategy
to maintain highly diverse ensembles to obtain good
responses shortly after the drift, independent on the type
of the drift. At the time step 2N, less diversity frequently
returns to obtain good responses, although some drifts
can still require higher diversity.

Diversity can help mainly to reduce the initial increase
in the error caused by a drift (points (3) and (4)).
However, some other mechanism is still necessary for
the ensemble to recover from the drift and converge to
the new concept. A well-designed approach which main-
tains more than one ensemble with different diversity
levels may be able to converge in the absence of drifts
and get lower test error soon after a drift. However,
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Fig. 9. Average test error for A\s corresponding to the best test errors after the drifts and A = 1, for the UCI problems.

additional procedures should be adopted in order to
properly converge to a new concept, for example, by
creating a new ensemble after a drift detection.

Future works include further study of diversity in
drift sequences and recurrent drifts and the analysis
of a proposed approach to investigate more the point
(4). Besides, the impact of the ensemble size and the
error obtained by each ensemble member should also
be investigated. The difficulty of the concept which was
learnt before a drift could also influence the learning of
a new concept. We noticed in our experiments that a
concept easily learnt might increase considerably more
the error obtained after a drift and the concept might be
more difficult to be forgotten, depending on the difficulty
of the new concept. So, further studies should be done to
investigate that. Another hypothesis to be investigated is
that higher diversity may help learning when there are
many irrelevant attributes.
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