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1 SUPPLEMENTARY MATERIAL CONTENT
This file provide larger versions of some figures from the paper
[11], and additional information on statistical tests, effect sizes and
parameter choices. Specifically, Table 1 presents the effect sizes of
the differences in predictive performance of each approach with
respect to OATES. Figures 1 and 2 correspond to Figures 1 and 2
from the paper, but with larger size. Figure 3 shows the visualisation
of the results of the statistical tests performed to answer RQ3 and
relates to Section 6.4 of the paper. The figures are provided from
the next page of this report onwards, to enable a higher resolution.
Additional information about parameter choices to complement the
information provided in Sections 5 and 7 of the paper is given in
Section 2. A brief summary of existing work on machine learning
for Software Effort Estimation (SEE) is also provided in Section 3
to complement the related work discussed in Section 2 of the paper.
OATES’ code is available at [10].

2 ADDITIONAL INFORMATION PARAMETER
CHOICE

The parameter values listed below were investigated for each base
learning algorithm, leading to 20 different combinations:

• Regression tree: minimum number of examples in a leaf node
∈ {1, 2, 3, 4, 5}, minimum proportion of the data variance at
a node for splitting to be performed {10−4, 10−3, 10−2, 10−1}.

• k-Nearest Neighbour: k ∈ {1, · · · , 20}.
• Linear Regression, including in the log scale: ridдe ∈ {1, 0.5,
10−1, 10−2, 10−3, · · · , 10−18}.

For each dataset, the parameter combination that led to the best
median of the n MAEt measurements for WC P = 1 was selected
to be used with all approaches.

The following values were investigated for OATES and Dycom’s
parameters: lr ∈ {0.01, 0.05, 0.1, 0.15} and β ∈ {0.3, 0.5, 0.7, 0.9, 1.0}.
This also leads to 4×5 = 20 combinations. For SL P = 1, 20 different
window sizes starting from 10 were investigated. Increments of
1, 2 and 4 were used for the smallest (ISBSG2001 and ISBSGLess),
medium (ISBSG2000) and large (ISBSG) datasets. These increments
mean that the maximum window size is restricted to ⌊n/2⌋. Larger
window sizes would mean that the SL approach is behaving as WC
P = 1 more than half of the time. For SL P = ⌊n/6⌋, all possible
window sizes were used, i.e., {1, · · · , 5}. Larger window sizes are
not applicable because the number of WC training projects for
this approach is 6. For each dataset, the parameters and base learn-
ers leading to the best median of the n MAEt measurements were
chosen for the analysis.

MAEt =
1

min(n′, t)

t∑
i=max (t−n′+1,1)

|ŷi − yi |;

MLoдAEt =
1

min(n′, t)

t∑
i=max (t−n′+1,1)

|loд(ŷi ) − loд(yi )|,

where ŷi is the estimation given to the WC project requested to be
estimated at time step i , whose true effort is yi ; and t is the current
time step.

3 RELATEDWORK ON MACHINE LEARNING
FOR SOFTWARE EFFORT ESTIMATION

Machine learning for SEE has been studied for many years [2, 4–
6, 13, 14, 17]. Existing work has investigated a variety of machine
learning algorithms, including linear regression, neural networks,
regression trees, k-nearest neighbours, linear programming, etc.
As the size of the SEE training sets is typically relatively small,
SEE models with too many internal parameters are less likely to
performwell [8]. Moreover, the fact that the training sets are hetero-
geneous makes local learning algorithms such as regression trees,
k-nearest neighbours and some cluster-based approaches competi-
tive [1, 7, 9, 12, 14]. Linear regression (potentially applied after log
transformations) can also obtain competitive results when the SEE
datasets are relatively linear [2, 18]. Ensembles were found to boost
the predictive performance of single SEE models [7, 12]. Recently,
linear programming has been proposed as a baseline for SEE due to
its competitive predictive performance and robustness to different
data splits [13]. Some existing work also investigated SEE in the
Agile context [3, 15, 16].
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Table 1: Effect Size A12 With Respect To OATES’ MAE and MLogAE Across Time Steps

Approach ISBSG2000 ISBSG2001 ISBSG ISBSGLess
A12-MAE A12-MLogAE A12-MAE A12-MLogAE A12-MAE A12-MLogAE A12-MAE A12-MLogAE

Dycom 0.52 *0.62 0.55 *0.57 0.51 0.53 *0.56 **0.67
SL P=1 *0.56 ***0.8 *0.6 **0.69 *0.56 ***0.71 -0.52 0.51
WC P=1 0.53 ***0.78 ***0.73 ***0.73 0.54 0.53 *-0.61 0.54
SL P/6 **0.66 ***0.81 ***0.78 ***0.78 **0.64 ***0.77 *0.58 ***0.75
WC P/6 **0.65 ***0.81 ***0.91 ***0.87 **0.64 ***0.77 *0.59 ***0.76
Median **0.66 ***0.81 ***0.95 ***0.93 **0.65 ***0.78 *0.6 ***0.84
Cells with *, ** and *** indicate small, medium and large effect size, respectively. Cells in orange (dark grey) indicate statistically significant
difference w.r.t. OATES according to the Nemenyi tests shown in Fig. 1. Positive A12 indicates values in favour of OATES.
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(a) ISBSG2000 – MAE (b) ISBSG2000 – MLogAE

(c) ISBSG2001 – MAE (d) ISBSG2001 – MLogAE

(e) ISBSG – MAE (f) ISBSG – MLogAE

(g) ISBSGLess – MAE (h) ISBSGLess – MLogAE

Figure 1: Friedman and Nemenyi Tests to Compare Different Approaches in Terms of MAE and MLogAE across time steps.
The top ranked approach is shown in red. The dotted horizontal line represents Nemenyi’s critical distance with respect to
the mean rank of the top ranked approach. Approaches whose mean rank is above this line are significantly different from
the top ranked approach.
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(a) ISBSG2000 – MAE (b) ISBSG2000 – MLogAE

(c) ISBSG2001 – MAE (d) ISBSG2001 – MLogAE

(e) ISBSG – MAE (f) ISBSG – MLogAE

(g) ISBSGLess – MAE (h) ISBSGLess – MLogAE

Figure 2: MAE and MLogAE Across Time Steps.
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(a) ISBSG2000 – MAE (b) ISBSG2000 – MLogAE

(c) ISBSG2001 – MAE (d) ISBSG2001 – MLogAE

(e) ISBSG – MAE (f) ISBSG – MLogAE

(g) ISBSGLess – MAE (h) ISBSGLess – MLogAE

Figure 3: Friedman and Nemenyi Tests to Compare OATES with Different Values for P in Terms of MAE and MLogAE across
time steps. The top ranked approach is shown in red. The dotted horizontal line represents Nemenyi’s critical distance with
respect to the average rank of the top ranked approach. Approaches whose mean rank is above this line are significantly
different from the top ranked approach.
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